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What is differential privacy?

* Aims to increase individual’s privacy
within a collective data analysis

* Many high profile uses
e 2020 U.S. Census data products

* Internal metric measurement tools at
Google, Apple, Microsoft, and Uber
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What is differential privacy? Definition

A randomized algorithm A : D - R is e-differentially private if

for every pair of databases D,D’' € D
that differ in at most one entry and
for every subset S € R,
Pr[A(D) € S] < e®- Pr[A(D’) € S]



What is differential privacy? Example

A (D) = count-ones(D) + Lap(0, /.)

-10 8 6 4 -2 0 2 4 6 8 10

Suppose D =[0,0,0,0] Suppose D =[0,0,0,0,1]

More accuracy More accuracy
Less privacy Less privacy



Challenge: Communicating DP protections

e Difficult to explain probabilistic guarantees to most people
* DP bounds privacy loss as a function of the unitless parameter €

e Paper offers three explanation methods
* Odds-Text
* Odds-Vis
 Sample Reports

* Methods apply to an individual choosing whether to participate in a
DP-protected data analysis, with € accounted for



Scenario proposition

* Imagine you work on a team with four other people. All five of you report
to the same manager. The company is requiring each of you to participate
in a survey. The survey asks the following yes/no question:

Do you feel adequately supported by your manager?

* You have had negative experiences with your manager and want to answer
no. However, you don’t want %/our manager to find outJou responded no.
Your manager may retaliate if they believe you responded no. For
example, they might give you a negative performance review, assign you
extra work, or try to get you fired.

* You must decide how to respond to the survey question.

* You can participate and respond ‘no’ truthfully, or say you would prefer
not to participate.



Scenario, further context

* Based on lunchtime conversations, it is obvious to your manager that all
your other teammates will respond yes, indicating they feel adequately
supported by your manager.

* On the other hand, your manager has no idea how you will respond.

* Your manager will receive a report on the results of the survey. This report
will say the total number of people who responded no.

* Even though the report will keep your names anonymous, once your
manager gets the report, they can still use it to guess your response. For
example, imagine the report shows that there was one no response. Your
manager will believe it was you because they believe your other
teammates all responded yes.

Ends here, when using deterministic control



Baseline [when privacy method used]

* Your company will not report exactly how many employees on your
team responded NO.

* Instead, they will generate many potential reports by using a
statistical method to modify the total number of NO responses.

* So, each potential report may show a number somewhat lower or
higher than the actual number of NO responses. Only ONE report will
be randomly sent to your manager.



Alternative [when paper’s expl. meth. used]

* However, your company will use a privacy protection method to help
prevent your manager from correctly guessing anyone’s response.

* Your company will not report exactly how many employees on your team
responded no. Instead, they will generate many potential reports by using
a statistical method to modify the total number of no responses. So, each

potential report may show a number somewhat lower or higher than the
actual number of no responses.

* Only ONE report will be randomly sent to your manager. Note that due to
the privacy method, it is possible that

the specific report your manager receives will lead them to believe that you
responded no regardless of what you respond on the survey.



Odds-Text

If you do not participate,
39 out of 100 potential reports will lead your
manager to believe you responded NO.

If you participate,
61 out of 100 potential reports will lead your
manager to believe you responded NO.




Odds-Vis
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Sample reports

If you do not participate, below are
axamples of potential reports your
manager might receive. The total
number of NO respo nay be
fractional or negative due to the
privacy method. The total number of
MO responses is:

Potential Report

Potential Report

Potential Report

Potential Report

Potential Report

If you participate, below are
examples of ;_nr'nn_r*tizll reports your
manager might receive. The total

gative due to th-—-
|::|r|-..'3"-,.« method. The total number of
MO responses is:

Potential Report
Potential Report




Study

* 3x4x2
between-
subjects
vignhette
survey study
(n =963)

e Controls: No

privacy, Det.
explanation

* Participants
recruited from
Prolific

Demographic Attribute
Gender

Man

MNon-binary

Woman

Prefer to self-describe

Prefer not to answer

Age

18-29

30-39

40-49

b0+

Prefer not to answer
Race/Ethnicity

Hispanic or Latino

Black or African American
White

American Indian or Alaska Native
Asian, Native Hawaiian, or Pacific Islander
Mixed, Multiracial, or Biracial
Unique free-text responses
Prefer not to answer

Explanation method | Epsilon value | optional/mandatory

Demographic Attribute
Education

High school or less

Some college

Bachelor’s or above

Prefer not to answer
Education/work in computer science/IT
Yes

No

Prefer not to answer
Imcome

Less than $10.000

$10,000 to under

¥

$40,000 to under $50,000
$50,000 to under $65,000

$100,000
$100,000 to under $125,000
$125,000 to under $150,000

Prefer not to answer




Willingness to Share

Based on the scenario and description of privacy protection, would you respond no (i.e.,
respond truthfully) to the survey question? (Yes/No/I prefer not to answer this question.)

Willingness to Share Willingness to Share Willingness to Share Willingness to Share Data
Expl. Ref: Det. Expl. Ref: S.R. Expl. Ref: Xiong.

Odds-Text
Sample Reports

Odds-Vis

4

-
weaker privacy protection

privacy loss budget (g)

Figure 5: Logistic regression models examining relationships between Figure 6: Proportion of r’espondentrs 1&!111}ng to share data across exp}anat%ﬂn
willingness to share data and our IVs. Det. = Deterministic; S.R. = sampLEf] methods and &, shown with 95% binomial CIs. We plot a regression line

(solid gray) between proportion of data sharing across our methods and €.

REPORTS; Xiong. = Xiong et al. See Figure 2 for interpretation.



Objective Risk Comprehension

My manager is more [than twice as] likely to believe | responded no if | respond no (i.e.,
respond truthfully) to the survey question than if | respond vyes (i.e., respond untruthfully)
to the survey question. (True/False/l don’t know/| prefer not to answer this question.)

Obj. Risk Comp. Obj. Risk Comp.
Expl. Ref: Det. Expl. Ref: S.R.
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Subjective Privacy Understanding

Based on the scenario and description of the privacy protection, how confident are you that
you understand the privacy protection applied to the survey results? (Not at all confident/
Somewhat confident/Confident/Very confident/| prefer not to answer this question.)

Subij. Privacy Und. Subj. Privacy Und. Subj. Privacy Und.
Expl. Ref: S.R. Expl. Ref: Xiong et al. |
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Self Efficacy

* Based on the scenario and description of the privacy protection, how
confident are you that you have enough information to decide whether to
respond no (i.e., respond truthfully) to the survey question? (Not at all
confident/Somewhat confident/Confident/Very confident/| prefer not to
answer this question.)

* What further information, if any, would you like to have to help you decide
whether you would respond no (i.e., respond truthfully) to the survey
guestion? (open-text response)

* Based on the scenario and the description of the privacy protection, how
confident are you in deciding whether to respond no (i.e., respond
truthfully) to the survey question? (Not at all confident/Somewhat
confident/Confident/Very confident/Il prefer not to answer this question.)



Self Efficacy

SE (Conf.) SE (Conf.) SE (Contf.) SE (Info.) SE (Info.) SE (Info.)
Expl. Ref: Det. Expl. Ref: S.R. Expl. Ref: Xiong. Expl. Ref: Det. Expl. Ref: S.R. Expl. Ref: Xiong.
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SE (Conf)) SE (Conf.) SE (Conf)) SE (Info.) SE (Info.) SE (Info.)
Expl. Ref: Det. Expl. Ref: S.R. Expl. Ref: Xiong. Expl. Ref: Det. Expl. Ref: S.R. Expl. Ref: Xiong.

Self Efficacy

SE (Conf.) SE (Info.)

- = - - e




Summary of results

Compared to Sample Reports, Odds-Based Text and Odds-Based Visual
improved:

* Objective risk comprehension (O.R. =4.7; 7.6)
 Subjective privacy understanding (O.R. =1.7; 1.5)
* Self-efficacy (enough info) (O.R. = 1.7; 1.6)



Takeaways

e Odds-based methods are promising for explaining € to end users

e Explanations should include & information, since it supports self-
efficacy

* People’s willingness to share data is sensitive to changes in &

* Explanation methods can support auditing & public deliberation over
differential privacy deployments



Discussion

 What do you think about the generality of this approach?
* When could it broadly apply to other scenarios?

* This method targets users where privacy may be the key concern.
What about utility, which may be a concern of adopters?

e Can you think of other explanatory methods that might be better?
 E.g., show analysis with/without DP entirely, or with varying epsilon
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