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Misuse of statistical analysis



Readings



Regression models: Charateristics

• Categorical vs. numeric variables
• Degrees of freedom
• Aikake Information Criterion (AIC): for judging relative quality of two 

models based on precision and parsimony
• Prefers higher precision, and lower number of parameters



Regression models: Effect size

• Coefficient of determination (R2), aka effect size: measures how well a 
model’s predicted outcomes compare against real outcomes
• Nagelkerke R² used for logistic regression

• Cohen’s f2 (local effect size): measures the impact of one parameter 
on the model effect size
• Cohen’s d: quantifies the magnitude of a difference between two 

group means in terms of standard deviations



Statistical tests: Terms

• Alpha and p values of a statistical test, confidence intervals
• Statistical power, power analysis
• Type I vs. type II errors
• Paired sample test vs. a two-sample hypothesis tests, for comparing 

sampled measurements
• t test, χ2 test, MW test, etc.

• One-sided vs. two-sided (“tailed”) null hypothesis test



P Hacking

• Jacks up the false positive rate (type I errors) by carrying out multiple 
tests on the same data
• How to do it
• Test while you sample, stop when you get the result you want
• Data tampering: Remove outliers
• Change variables of results based on results
• Too many hypothesis tests
• Model selection based on p value
• Cherry-picking the outcomes, failing to discuss nonsignificant results

• Bonferroni correction



Discussion points

• What did you think of the paper’s methodology?
• Can you explain the results the paper found in terms of incentives? 

What are other explanations/causes?
• Despite exhibiting these issues, how might a paper nonetheless be 

providing value?
• Is the value sufficient, most times?

• How might the review process change to help adjust these issues?
• How to encourage correction even post publication?



How to do better?


