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Can we escape the security mess?

“In 10 years non-crypto security will remain a mess.” 

    — Adi Shamir (co-inventor of RSA), in 2002

How to improve this state of affairs?

Maybe: Seek to develop cybersecurity science



What is science?
Observation/

question

Research topic 
area

Hypothesis

Test with 
experiment

Analyze data

Report 
conclusions

Science is a process

Science is a 
body of knowledge



The opening question

“In what ways is cybersecurity (not) a science?”



What is the scientific process?

Observation/
question

Research topic 
area

Hypothesis

Test with 
experiment

Analyze data

Report 
conclusions

Induction: generalizing 
from observation, 
constructing or refining 
a consistent model

Deduction: 
making a 
prediction from 
the model

Falsification: 
Confirming or 
refuting a 
prediction 
against reality



Karl Popper’s view: Falsifiability is critical

“A theory which is not refutable by any 
conceivable event is non-scientific. 
Irrefutability is not a virtue of a theory 
(as people often think) but a vice” 



Context: Silver bullets, not lemons

Extends Anderson:

• Security is a good

• Security is hard to assess
• Leads to information 

insufficiency on both sides

Lacks empirical basis, 
i.e., falsifiability

2008



2012



2013 2018



Cybersecurity science

Why do we want or need this?

• Science helps us understand reality; missing that for security
• Would like durable understanding – laws (like motion, entropy, etc.)

• Science is successful, current cybersecurity practice is not

Sciences like physics, chemistry, medicine speak about nature

• Security is about human-made  systems – science of the artificial

Big part of the challenge!



What is applied science?

a) the application of the scientific 
method for achieving practical 
goals, rather than purely for 
knowledge discovery, and

b) the use of accumulated scientific 
theories, knowledge, methods, and 
techniques to that end

Louis Pasteur
What are the practical goals for security?



Model: Cryptography

• Schneider: “The field of cryptography comes close to exemplifying 
the kind of science base we seek.” 

“Is cryptography scientific?”



Model: Cryptography

• Schneider: “The field of cryptography comes close to exemplifying 
the kind of science base we seek.” 

• Krawczyk: “By its very nature, there is no (and cannot be) empirical 
evidence for the security of a design. Indeed, no concrete 
measurements or simulations can show that attacks against a 
cryptographic scheme are not feasible. The only way to do so is to 
develop a formal mathematical model and language in which to 
reason about such schemes”



The Fundamental Asymmetry

We can observe:

• Insecurity (attacks succeed, systems fail)

We cannot observe:

• Security (absence of attacks ≠ security)

This is not a temporary limitation.

It’s a fundamental asymmetry.



Provable security

• Cryptography achieved what 
Schneider wants for all security:
• Formal security definitions (e.g., 

semantic security)
• Adversary models (what the 

attacker can do)
• Computational assumptions 

(e.g., factoring is hard)
• Reduction proofs showing: 

"break scheme → break 
assumption"

• Result: Mathematically 
grounded confidence in 
cryptographic constructions



Proofs are only as good as their assumptions

Component Can Fail When…

Security definition Doesn’t capture real attack goals

Attacker model Real attackers have more 
capabilities

Computational assumption Assumption turns out false

Reduction Gap between model and 
implementation



Deduction vs. Induction

“Deduction in itself is quite powerless as a method of scientific

• But with a useful model, you can deduce surprising and useful results
• Shannon's channel capacity theorem (1948)

• Gödel's incompleteness theorems (1931) 

• Deductions from Euclidean geometry (e.g., Pythagorean theorem)

• Schneider’s examples
• Execution monitoring

• Byzantine fault tolerance

discovery…” powerful



Schneider’s view: laws and principles

A science should provide first principles that allow developers 
to predict the consequences of design and implementation 
choices.

The Cryptography Analogy:

• Cryptography developed laws — mathematical foundations

• Information theory gives provable bounds

• Question: Can we do the same for security broadly?



Formal methods

• Formally verified 
replacement for existing 
AWS authorizer
• Deduction: the 

implementation matches 
the specification

• Induction: The 
specification does what we 
want it to do … 
• defined by existing reality …

• confirmed by further 
deductions!



Key challenge: Specifying security

To know if a system is secure, we have to 

• Develop a model for it

• Describe what the model should (and should not) do 

• Prove the model satisfies our description

• Establish that the model, and its assumptions, represent reality

What do security specifications look like? 

Schneider: Hyperproperties



Cybersecurity practice: Anti-patterns

• Unfalsifiable claims

• Confusing sufficient with necessary

• Can never argue anything out

• Implicit assumptions

• Data sparsity



Unfalsifiable Claims

Claim: “You must do X to be secure”

To prove this wrong, you need:

1. Something that doesn’t do X

2. That is provably secure

But you can never prove something is secure.

Therefore: Necessity claims are unfalsifiable.



Confusing Sufficient for Necessary

Sufficient: X is enough to achieve Y

Necessary: You can’t achieve Y without X

In security, we often confuse these:

• “Avoiding password reuse is sufficient to counter some attacks”

• Gets interpreted as: “Avoiding password reuse is necessary for 
security”

• But it’s impossible to achieve across 100 accounts!



The Password Portfolio Impossibility

Standard advice:

1. Passwords should be random and strong (~40 bits)

2. Never reuse passwords across accounts

For N = 100 accounts:

N × log₂(S) + log₂(N!) = 4,000 + 524 = 4,524 random bits

Equivalent to memorizing:

• 1,361 digits of pi

• Order of 17 shuffled card decks



Implicit Assumptions

Morris & Thompson (1979): Password security paper

• Made reasonable assumptions for 1979

• Conclusions persisted long after assumptions changed

When assumptions are implicit:

• Can’t assess if conclusions still hold

• Can’t argue changed circumstances

• Old advice becomes immune to critique



The One-Sided Ratchet

Science advances through self-correction:

Wrong ideas get falsified and abandoned.

In security:

• New attacks argue countermeasures IN

• Nothing argues countermeasures OUT

Result: A ratchet that only goes one direction

• Requirements accumulate endlessly

• Resources spread across ever more defenses

• Old measures become “received wisdom”





Data Sparsity Problem

Attack frequency varies enormously:

• Password Guessing: 10⁻² to 10¹ per user

• Spam: 10⁻⁵ to 10⁻³

• Intrusion Detection: 10⁻⁷ to 10⁻⁵

• DoS: 10⁻¹⁰ to 10⁻⁷

When data is sparse, iterative feedback is harder.

Obscuring/denying uncertainty is harmful.
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