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How would you answer this question?

In the last decade, has the security
of computer systems, generally,

* improved,
* declined, or
 stayed the same?



To answer it, we need data

* Cybersecurity is improving if costs due to attacks are going down
 Direct costs of the attack (e.g., lost or stolen assets)
* Indirect costs of the attack (e.g., costs of downtime, recovery)

e Should also consider costs of defenses

* Extra personnel and equipment, introduced inefficiencies (slower logins,
dealing with false alarms, etc.)



Cybercrime SS: Overall estimate

evolvesecurity.com/blog-posts/actual-cost-of-cybercrime

Register for your complimentary CTEM Fast Track Assessment —

* “It is estimated that the cost of T T —
cvbercrime will grow from an
y g H1H H Dol The Cost of Cybercrime in the U.S
annual sum of $3 trillion in 2015 Y
to $6 trillion in 2021” — cited
2016 report by Cybersecurity e e i oo s

Ve nt u res the losses amounted to nearly $7 billion. Among the rec

mail compromise (BEC) schemes, ransomware, and cryptocurrency scams were

Strategic Advisory Partners Co
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among the reported incidents. Out of the amount, BEC caused lo of nearly §

2.4 billion. This figures skyrockets quickly if you factor in unreported incidents

* Evolve Security blog post (written
2023) ag rees W|th those The Global Cost of Cybercrime
numbers, estimates $20 trillion

The cybercrime industry is growing year after year. In 2 it caused global

damages that costed $6 trillion. The value is expected to grow by nnually

over the next five years. By 20 perts predict that the number will reach (and

surpass 0.5 trillion, up from $3 trillion in 2015 (Source:




Cybercrime SS: FBI IC3 direct data

Complaint and Loss Trends since 2020
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How should we protect ourselves?

* Prioritize vectors of attack based on risk

* Work backwards from an attack chain:
Consider methods that break a link
 Example: Dev tools to address vulnerabilities
* Example: Patch 3p vulnerabilities quickly
* Example: Train users to avoid the phish

* Assess against direct and indirect
measures of effectiveness
* Local: Experiments, proofs, arguments
* Global: Prevalence of types of exploitation



Consider attack vectors in data breaches
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Figure 16. Known inital access vectors over time in non-Error, non-Misuse breaches
(n in 2025 dataset=9,891)

Source: 2025 Verizon Data Breach Investigations Report



Method: Use PL that prevents vulnerabilities

Android is writing most new code in Rust, and fixing vulns in its C/C++.
Resuilt: A roughly exponential drop in vulnerabilities reported
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Method: Patch bugs faster [T

;s that were

" 70%
So: Attackers cannot keep exploiting (97)of the vuinerabiifies

were first exploited Exploitation of an n-day

the same vulnerabilities year after year as zero-days silersblly sentines

being most likely to
occur before the end of

the first month following
We observed an the release of a patch

We continue to assess
that media attention and
’ exploit availability do not
down guarantee exploitation,
notably from nor are they the
the previously primary indicators that
observed average a vulnerability will be

2023 TTE of 32 days exploited

2021& 2022

In-the-Wild 0-days Detected vs. Year

Source: Mandiant 2024 Threat Intelligence Report
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Evidence: Adversaries shifting to
greater use of 0O-day vulnerabilities

and exploiting them sooner

Source: Google Project Zero



Method: Annual security awareness training

Month 1
Month 2

Can help address prevalent oren
phishing attacks?

Month 5
Month 6
Month 7
Month 8
=g= Average

Evidence: Data and statistical

models (GLME) find

between:

1. how long ago a user
completed training
(KnowBe4) and

2. their likelihood of failing a
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Source: Ho et al, “Understanding the efficacy
of phishing training in practice.” S&P 2025.




Evidence-based security

Outcomes

Data breached,
Vulnerabilities
exploited,
Revenue lost,

Analysis

* What are the (still) successful
vectors of attack?

* Where is risk (still) greatest?

‘ * What interventions could be
deployed cost-effectively?

Intervention

Engineering,
Operations,
Policy,
Education, ...

If it’s working,
we should see:

 Adeclinein
successful attacks,
according to a
consistent data
collection system

* Updated best
practices to remove
demonstrably
ineffective
techniques, like
password rotation



Course goals: You will be able to

* Understand cybersecurity from a data-driven and economic perspective, learning to
make decisions based on empirical evidence, following good science

* Identify key vulnerabilities and threats, especially when considering the impact of
humans, both when they are attack targets and when the play a role in ensuring a
system’s security

* Follow a well-designed process for secure systems construction, from threat modeling
to building to testing to maintenance

* Manage security oEerations — preventing, detecting, mitigating, and recovering from
incidents — and gather data to improve future posture

* Make risk-informed decisions: Assess designs and
technologies according to how they mitigate security risk,
while leveraging insurance and responding to regulation

* Communicate effectively and with empathy to key
stakeholders about security options and recommendations

All while taking a data-informed approach |



Schedule

Today — 12 Feb (weeks 1-6) 17 Feb — 24 Mar (weeks 6-10)

* Threat review: vulnerabilities and ¢ Secure software development
social engineering * Threat modeling

* Speaking and writing well * Secure system design

Programming (memory safety!)
Pen testing (fuzzing)

Supply chain, patching,
vulnerability remediation

* Empirical cybersecurity
e Economics of cybersecurity
e Cybersecurity as a scientific pursuit
 Measuring and analyzing security



Schedule

17 Feb — 24 Mar (weeks 6-10) 26 Mar — 28 Apr (weeks 10-14)

e Secure software development e Security operations
* Threat modeling * Incident detection and response
e Secure system design  Management
* Programming (memory safety!) * Making risk informed decisions
* Pen testing (fuzzing) * The role and activities of the CISO
* Supply chain, patching, e Cyber regulation and insurance

vulnerability remediation

Bonus content week 10 (and throughout): Impact of Al/ML on security



Main WWW site
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About

In this course, students learn techniques for building, deploying, and maintaining secure systems. As
computer security is a constantly evolving field, the course places particular emphasis on means to
empirically evaluate security technology, processes, and operational practices. As security is always in
support of a primary activity and resources are limited, the course also places emphasis on strong
communications, using evidence and empathy to explain and collaborate on security needs. Course activities
include reading and discussing technical papers and other communications; carrying out five homework
projects, on technical and non-technical topics; and taking a midterm and final exam.

By the end of the course, students should be able to:

« Understand cybersecurity from a data-driven and economic
perspective.
« Think like an attacker, and thereby develop high-quality threat models
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The syllabus, readings, assignments, projects, and basically all
important course information is at the publicly visible course
site, https:/mhicks.me/courses/cis-7000-spring2026/ .

This Canvas site is used for turning in assignments and for
keeping grades.




Graded activities

* Read and critically review research papers, other sources
e Discuss them, and course topics generally, in class

* Do 5 (solo) projects
* Communication
e Data analysis
* Threat modeling
* Fuzzing
* SecOps

* Take 2 exams (midterm and final)



Read papers: Question, understand, improve

Good practice

for the future!
How to Read a Paper '

S\ U4
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S. Keshav
David R. Cheriton School of Computer Science, University of Waterloo T4 \
Waterloo, ON, Canada ?

keshav@uwaterloo.ca

ABSTRACT

Researchers spend a great deal of time reading research pa-
pers. However, this skill is rarely taught, leading to much
wasted effort. This article outlines a practical and efficient
three-pass method for reading research papers. I also de-
scribe how to use this method to do a literature survey.

Categories and Subject Descriptors: A.1 [Introductory
and Survey]|

General Terms: Documentation.

Keywords: Paper, Reading, Hints.

1. INTRODUCTION

Researchers must read papers for several reasons: to re-
view them for a conference or a class, to keep current in
their field, or for a literature survey of a new field. A typi-
cal researcher will likely spend hundreds of hours every year
reading papers.

Learning to efficiently read a paper is a critical but rarely
taught skill. Beginning graduate students, therefore, must
learn on their own using trial and error. Students waste
much effort in the process and are frequently driven to frus-

4. Glance over the references, mentally ticking off the
ones you've already read

At the end of the first pass, you should be able to answer
the five Cs:

1. Category: What type of paper is this? A measure-
ment paper? An analysis of an existing system? A
description of a research prototype?

2. Context: Which other papers is it related to? Which
theoretical bases were used to analyze the problem?

3. Correct Do the assumptions appear to be valid?

4. Contributions: What are the paper’s main contribu-
tions?

. Clarity: Is the paper well written?

Using this information, you may choose not to read fur-
ther. This could be because the paper doesn’t interest you,
or you don’t know enough about the area to understand the
paper, or that the authors make invalid assumptions. The
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Personnel

Professor in CIS Teaching assistant
Director of Schlein Center for Cybersecurity PhD student in CIS, focus on cybersecurity



About me

o

* Prof (2002-present): Research in Software Security, Programming
Languages, Software Engineering, Usability, Cryptography

 Startup (2018-2021): Building tools for secure software o
development

* Binary analysis
* Migration to memory-safe C

« AWS (2022-2025)

e Cedar authorization aW
|a ng uage Powers Amazon Verified Permissions and AWS Verified Access
. Powers StrongDM and Common Fate access solutions
* Fuzzing/automated

test generation

* Formal/mechanized

proofs of security Open source at
https://github.com/cedar-policy

Cedar: a new authorization language

Focuses on centralized decision-making




Course overview
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Operators
Users

directly affect

contract services ,
mutually influence

Builders
Cyber Builders




Operators
Users

directly affect

contract services

contract
services

Insurers
Regulators

mutually influence

Builders

Cyber Builders

Consider:

e Relationships induce incentives
e (Cyber)builders are users and operators too!




* Overwhelming reason for attacks: Cybercrime
e But also: national-state activities, such as espionage and cyber-war

* VValue proposition: Is the expected cost of developing and carrying out
the attack worth the expected reward?
e Costs and benefits are both monetary and non-monetary
* As the world has become more cyber-enabled, the rewards have increased
e But defenses have made carrying out attacks much harder, too!



Ukraine power grid attack (2015)

In the Ukraine power grid cyber attack,

e spear-fishing emails,

* an exploit kit targeting vulnerabilities,

 the KillDisk, a destructive data-wiping utility, and

* an SSH backdoor to maintain persistent access,

were used in tandem to successfully break into the system.

In the second step of the same attack, malicious firmware developed based on
domain knowledge collected from the distribution management system and
was tested by the simulated power grid system,

was uploaded to the system and to attack the ICS components.



| |

Vulnerability Exploitation Exploitation
Discovery Development Delivery

Cybe rcriminag | Operations: Attack Life-cycle Management
Va | ue C h aln | Hacker Target | Resistance Benefit

Organization Selection Operation Realization
Model

PRIMARY ACTIVITIES

Human Resource: Hacker Community

Training Recruiting ‘

Systematically Understanding the Cyber Attack Business:
A Survey

Marketing and Delivery

SUPPORT ACTIVITIES

Value Money

Marketplace Reputation Evaluation Laundering

Technology Support
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© Introduction - OWASP Top 10 X + + Gemini

'

¢ % owasp.org/Top10/2025/0x00_2025-Introduction/ ® HOWARD THURSTON'S CARD, TRICKS. 27

OWASP/Top10
X Q search 0 51k ?nlz.]

Attack methods
About OWASP @ OUWARSP

What are Application Security
Risks?

Establishing a Modern gt )
Application Security Program
Top 10:2025 List 53
A01 Broken Access Control P
AD2 Security Misconfiguration
¥1G. 15,

A03 Software Supply Chain
Failures

AD4 Cryptographic Failures _ This 1s accomplishcd in the fo]lowing manner :
A0S Injection ‘When it is desired to produce one card from the
AD6 Insecure Design back of the hand, the tbumb bends round to the
Aoy Aumentcation Falures 'he Ten Most Critical Web Application Security
A08 Software or Data Integrity 4
Failures R"Ic;kci:

A09 Security Logging and
Alerting Failures

A10 Mishandling of Exceptional

Conditions | l-‘ U(_) d u r:“(:)r]
Next Steps

Welcome to the 8th installment of the OWASP Top Ten!

A huge thank you to everyone who contributed data and perspectives in the survey. Without you,
this installment would not have been possible. THANK YOU!

Vulnerability based: Social engineering-based:
Exploiting design and implementation flaws . Exploiting the human

+ A0S5:2025 - Injection
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Builders

* Create bespoke (first-party) software and services ...
* Developers within a bank, e.g., Capitol One

e ... and commodity (third party) software or services
e Software: Android OS, Linux, Google Chrome, Microsoft Word, ...
* Services: AWS, Azure, Workday, Google Suite, ...

* Responsible for the product, and its security
e Often rely on collaborating dev and security engineering teams



Vulnerability
\ Remediation

Secure
Software Design

Secure By Design

\

/
/

Secure
Development

Builders

* Threat modeling
Secure architectural design

Secure
by Design

Version1.0




Secure

Builders

R | | oeropment Threat modeling
e =i Secure architectural design
Secure programming
Secure By Design Security testing (e.g., fuzzing)

Secure
by Design

Version 1.0
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Secure By Design

Security testing (e.g., fuzzing)
Secure deployment and
management

Secure
by Design

Version 1.0
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Users

» Target (direct or indirect) of attackers

* Participant in system security
» Setting passwords, setting a security policy, not clicking phishing links, ...

* ... but not necessarily motivated or capable

* May share or reuse passwords, set over-permissive policies, click suspicious
links, ignore security training, ...



Passwords: Security v. memorability

S1 (word + digits/symbols) _ _ ' | m Security
) | Memorability
S2 (song lyrics) |
S3 (made-up phrase) |
S4 (name + year)

S5 (multiple languages) |
S6 (meaningful date) |
S7 (account-based) |
S8 (keyboard pattern) |
S9 (reuse) |

S11 (write down) | _ _ _ _ _

3 4
Mean Rating

Figure 3. Mean ratings for the security and memorability of the 11
password-creation strategies.




Password reuse: Vector of attack

* Guessed 32% of passwords in historical DB by leveraging reuse
* As compared to 6.5% without considering reuse
* 35.5% of valid guesses were for current passwords

e Of those guessed by reuse
 54.7% were verbatim reuse, vs. 45.3% based on tweaks

* Vulnerability is real

* Some historical observed exploits seemed to coincide with data
breaches

e Passwords were vulnerable for long after a breach
(median of 5 years)




Operators

Cyber Builders =t

® Builders
—I

, T=/:|}&\ \ t\\,

) &

(also provides
tools for Builders)



Operators

* Manage and operate systems for a user community

 Examples: Companies that have an online presence, nonprofits such as
universities and social services, and on-line service providers like Workday

* |[n addition to core services/systems they may provide, they maintain internal
network, email, personnel and financial records, etc.

e Ultimately responsible for cybersecurity: prevention, detection,
mitigation, response, recovery

* Many technologies for these. Challenge: How to decide which to use in an
evidence-based manner?



A naive model relating loss to security level

* Simple regression (blue line):
more security implies more
losses?!

* Problem: Confounding variables
(especially threat level)

Naive security effectiveness regressions

e high-threat population
» low-threat population

0.0 02 0.4 0.6 0.8 1.0
Security

Fig. 1. The solid blue line fails to account for threat level, which may lead
the high-threat population to under estimate the effectiveness of security.



- CYBERSECURITY
5 RISK [

How to Measure Anything in Cybersecurity Risk 2nd  th

Edition
by Douglas W. Hubbard (Author), Richard Seiersen (Author)
45 wwwwy: v  88ratings See all formats and editions

A start-to-finish guide for realistically measuring cybersecurity risk

In the newly revised How to Measure Anything in Cybersecurity Risk, Second Edition, a pioneering
information security professional and a leader in quantitative analysis methods delivers yet
another eye-opening text applying the quantitative language of risk analysis to cybersecurity.
In the book, the authors demonstrate how to quantify uncertainty and shed light on how to
measure seemingly intangible goals. It's a practical guide to improving risk assessment with a
straightforward and simple framework.

Advanced methods and detailed advice for a variety of use cases round out the book, which
also includes:

* A new "Rapid Risk Audit" for a first quick quantitative risk assessment.
* New research on the real impact of reputation damage
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Cyber Builders

* Build products and services to enhance cybersecurity
» Usability is extremely important: May reduce security benefits to increase it!

* Customer: Operators

* Firewalls, EDR (Endpoint Detection and Response), email security, pen testing
services, threat intelligence, ...

* Customer: Users
* Password managers, antivirus, cloud-hosted encrypted backups, ...

* Customer: Builders
* Code management, dependency tracking, code analysis, automated testing, ...

e Customer: Attacker (!!)
* Use builder services (code analysis), learn from defenses (malware scans)



For Operators: Key technologies and activities

* Preventing and detecting attacks
* Antivirus
* Firewalls
* Host-based intrusion detection/prevention (HIDS/HIPS)
* Endpoint detection and response (EDR)
e Security Information and Event Management (SIEM)

* Mitigating effects of an attack
e Containerization, cloud backups, MAC

* Threat intelligence: leverage security researchers, CERTs and ISACs,
media/journalists



For Users: Password managers

Based on we -'itq: value

Based on trust i vendor, technical, skills, ete.

« Mental algorithm . Memorize

« Pen & paper algorithm + Store analog

» Password generator + Browser storage
[tool, software, anline,...) | | . thn_ d.En,;”-.'.-

« 3 party password manager y

Storage strategy (Sampling survey)  Entgy method (Plugin-based data collection)

Better managed than
tudying the Impact of Manage

* Password creation — with algorithm, by hand, using service, ..
* Password storage — memorized, in file, in service, ...
* Password entry — typed, cut&paste, auto-filled, ...




Study: Password managers may not help!

Estimate Std. Error  z value Pr(>lzl)

* Reuse was significantly influenced

(Intercept) 2.62 045 580  <0.001
em-chrome 0.46 015 281 <001 by the entry method of the

em:copy/paste 2.68 0.41 -6.54  <0.001 PASSWO rd

em:lastpass -1.05 0.37 -2.86 <0.01 :
emeunknownplogin 07 031 sl 013 * Odds for reuse were 2.85 times lower

in-situ-value 0.13 006 201  <0.05 by LastPass, 14.29 times lower if C&P

inginiEndn | Al R * odds for reuse were 1.65 times higher

user:entries 0.06 0.02 2.67 <0.01 :
q9:generator -1.31 040 324 <001 by Chrome auto-fill

e 0> ofs 038 e Creation by alg: odds of non-reuse

ql4:digital 0.18 026  -070 048 3.70 times higher
ql4:pwm -0.07 0.24 -0.30 0.76

em: Entry method; q9: Creation strategy; ql4: Storage strategy; in-situ: Plugin questionnaire o IVI O re p a S SWO rd S 9
greater odds of reuse

* Higher-value website 2
lower odds of reuse

Table 8: Logistic multi-level regression model predicting reuse.
Estimates are in relation to manually entered passwords by a
human and refer to the corresponding logit transformed odds
ratios. Statistically significant predictors are shaded.




For Builders: Safe PLs, fuzzers, analyzers, ...
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Read our detailed documentation to learn how to use OSS-Fuzz.

Trophies

As of May 2025, OSS-Fuzz has helped identify and fix over 13,000 vulnerabilities

and 50,000 bugs across 1,000 projects. s Just the Docs, a
tion theme for Jekvll.

https://en.wikipedia.org/wiki/Buffer_overflow

® [ ] & 0SS-Fuzz | Documentation X + 4 Gemini
c 2% google.github.io/oss-fuzz/ T @ D (R a
OSS‘FUZZ Search OSS-Fuzz 0SS-Fuzz on GitHub
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OSS-Fuzz

Fuzz testing is a well-known technique for uncovering programming errors in software. Many
of these detectable errors, like buffer overflow, can have serious security implications.
Google has found thousands of security vulnerabilities and stability bugs by deploying guided
in-process fuzzing of Chrome components, and we now want to share that service with the
open source community.

In cooperation with the Core Infrastructure Initiative and the OpenSSF, OSS-Fuzz aims to
make common open source software more secure and stable by combining modern fuzzing
techniques with scalable, distributed execution. Projects that do not qualify for 0SS-Fuzz
(e.g. closed source) can run their own instances of ClusterFuzz or ClusterFuzzLite.

We support the libFuzzer, AFL++, Honggfuzz, and Centipede fuzzing engines in combination
with Sanitizers, as well as ClusterFuzz, a distributed fuzzer execution environment and
reporting tool.

Currently, 0SS-Fuzz supports C/C++, Rust, Go, Python and Java/JVM code. Other languages
supported by LLVM may work too. 0SS-Fuzz supports fuzzing x86_64 and i386 builds.

Project history

0SS-Fuzz was launched in 2016 in response to the Heartbleed vulnerability, discovered in
OpenSSL, one of the most popular open source projects for encrypting web traffic. The
vulnerability had the potential to affect almost every internet user, yet was caused by a
relatively simple memory buffer overflow bug that could have been detected by fuzzing—that
is, by running the code on randomized inputs to intentionally cause unexpected behaviors or
crashes. At the time, though, fuzzing was not widely used and was cumbersome for
developers, requiring extensive manual effort.

Google created OSS-Fuzz to fill this gap: it's a free service that runs fuzzers for open source




LLMs and GenAl: Game changers
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Value proposition to attacker, with LLMs

value = (profit per exploit) * (hnumber impacted)
- (cost to find vulnerability + cost to develop attack)

So, can we use LLMs to do any of the following?
* Increase expected profit

* Increase the number of expected users

* Decrease the cost to find a vulnerability

* Decrease the cost to develop an attack with it




Operators
Users

directly affect

contract services

contract
services

Insurers
Regulators

mutually influence

Builders

Cyber Builders

Notes

* Relationships induce incentives
* (Cyber)builders are users and operators too!




Regulators Insurers

* Governance organizations define and enforce the rules of the game
 Government regulators (FTC, SEC, CISA, EU regulatory bodies ...)
e Standards organizations (NIST, ISO, OWASP, ...)
* Laws: HIPAA, FERPA, PCI, ...

* Insurance and financial intermediaries help manage cyber risk
(effectively setting rules of their own)
e Cyber insurance providers (Chubb, etc.)
* Credit rating agencies
* Investment firms (which may take into account cybersecurity posture)



Cyber insurance: Elevating evidence?

n New Gallagher Re-Bitsight F X +
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pery

insurancejournal.com/news/national/2024/10/29/798861.htm

Article

° Listen to this article

A new report from Gallagher Re has found that cyber insurers could reduce loss
ratios up to 16% by removing most-at-risk entities.

Using independent analysis of cybersecurity performance data provided by Bitsight
in combination with claims data, the study uses a broad range of statistics to identify
those most at risk for a cyberattack, and draws some surprising conclusions.

Hard-to-place Markets?

Find exactly what you need. Search our database of
more than 700 companies and 22,000 market listings.

MyNewMarkets.com

“This study provides clear, actionable insights for both insurance companies and
enterprises on the efficacy of security controls,” Ed Pocock, global head of
cybersecurity at Gallagher Re. “Leveraging Bitsight’s data, we’ve not only
established a direct link between weak cybersecurity controls and higher insurance
claims, but also highlighted additional strategies for insurers to more effectively
assess an organization’s cyber risk and potentially improve loss ratios.”

Cybersecurity firms have been able to remotely scan and assess companies’
resilience to cyberattacks since at least the early 2010s. In recent years, cyber
insurers have begun to use these to inform underwriting.

& Gallagher Re

Scanning the Horizon:
How broadening our use of
cybersecurity data can help insurers

Building on our previous study from 2023, Gallagher Re
explores which cyber datasets can help insurers predict
claims and materially reduce loss ratios

SITSIGHT




Readings for next week
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OWASP Top 10:2025
Home

Introduction

About OWASP

What are Application Security
Risks?

Establishing a Modern
Application Security Program
Top 10:2025 List

AO01 Broken Access Control
A02 Security Misconfiguration

A03 Software Supply Chain
Failures

A04 Cryptographic Failures
A0S Injection

AD6 Insecure Design

AQ7 Authentication Failures

AD8 Software or Data Integrity
Failures

A09 Security Logging and
Alerting Failures

A10 Mishandling of Exceptional
Conditions

Next Steps

® OWASP/Top10
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The Ten Most Critical Web Application Security
Risks

Introduction

Welcome to the 8th installment of the OWASP Top Ten!

A huge thank you to everyone who contributed data and perspectives in the survey. Without you,
this installment would not have been possible. THANK YOU!

Introducing the OWASP Top 10:2025

A01:2025 - Broken Access Control

A02:2025 - Security Misconfiguration

A03:2025 - Software Supply Chain Failures

A04:2025 - Cryptographic Failures

A05:2025 - Injection

Plus: “How to Read a Paper?”

Understanding the Efficacy of Phishing Training in Practice

Grant Ho®' Ariana Mirian®! Elisa Luo! Khang Tong*! Euyhyun Lee*
Lin Liu*} Christopher A. Longhurst* Christian Dameff* Stefan Savage! Geoffrey M. Voelker!

fUC San Diego “University of Chicago *UC San Diego Health

Abstract—This paper empirically evaluates the efficacy of two
ubiquitous forms of enterprise security training: annual cy-
bersecurity awareness training and embedded anti-phishing
training exercises. Specifically, our work analyzes the results
of an 8-month randomized controlled experiment involving ten
simulated phishing campaigns sent to over 19,500 employees
at a large healthcare organization. Our results suggest that
these efforts offer limited value. First, we find no significant
relationship between whether users have recently completed
cybersecurity awareness training and their likelihood of failing
a phishing simulation. Second, when luating recipients of
embedded phishing training, we find that the absolute dif-
ference in failure rates between trained and untrained users
is extremely low across a variety of training content. Third,
we observe that most users spend minimal time interacting
with embedded phishing training material in-the-wild; and
that for specific types of training content, users who receive
and complete more instances of the training can have an
increased likelihood of failing subsequent phishing simulations.
Taken together, our results suggest that anti-phishing training
programs, in their current and commonly deployed forms, are
unlikely to offer significant practical value in reducing phishing
risks.

1. Introduction

This paper focuses on simple, yet practically important,
questions: what is the real-world efficacy of phishing train-
ing as practiced in the healthcare sector today and can we
characterize the underlying reasons for these results?

The motivation for these questions is clear. By any
measure, phishing remains one of the principal unsolved
attack vectors in modern organizations. In spite of 20 years
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covering over 133M health records, and 460 associated
ransomware incidents (more than one per day) [2], [11].

Absent an effective technical defense, organizations have
turned to security training as a means to staunch the bleed-
ing. Our own institution admonishes each of us to “Be a
Human Firewall” — to identify and resist enticements to
click on suspicious email-borne links. Indeed, in many sec-
tors it has become standard to mandate both formal security
training on an annual basis and to engage in unscheduled
phishing exercises in which employees are sent simulated
phishing emails and then provided “embedded” training if
they mistakenly click on the email’s links [29]. Healthcare
is no exception, and HHS recommends that all medium and
large US healthcare organizations engage in both annual
awareness training as well as monthly “simulated phishing
and social engineering campaigns™ [10].

The value of such training seems intuitive in the abstract,
and has been justified by initial lab studies and modest-scale
experiments demonstrating positive results. However, recent
large-scale empirical measurements have brought these find-
ings into question. Notably, the largest study of its kind —
Lain et al’s 15-month post-mortem analysis of embedded
phishing training involving 14,000 corporate employees —
found no positive effects from training (and even some
evidence of a negative effect) [28].

In this paper we further explore this question, in the
particular context of the healthcare setting, using data from
a carefully designed quality-improvement effort at UC San
Diego Health, a large healthcare institution we abbreviate
as “UCSD Health”. Critically, this dataset, covering 19,000
healthcare workers over 8 months, was meticulously de-
signed to include explicit control groups (i.e., employees
receiving no training), randomized assignment into different
training conditions and phishing lures, and detailed analyt-
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